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bstract

The diagnostic performance of six foot-and-mouth disease (FMD) assays for detection of antibodies to the non-structural proteins (NSP)
f the FMD virus (FMDV) was estimated using a Bayesian analysis on field sera from cattle of unknown infection status originating from
ost-FMDV outbreak situations in Israel and Zimbabwe. Estimations of the disease prevalence in both populations were also obtained. The
iagnostic sensitivity estimates did not differ between both field studies, although overall Bayesian estimates were markedly higher than
hose previously reported based on sera from comparable experimentally infected (vaccinated) cattle populations. All NSP-based assays
emonstrated a lower diagnostic specificity when applied to the Zimbabwean sera compared to both published specificities and similar

ayesian specificity estimates derived for the Israeli dataset. In Israel, the disease prevalence was estimated at 23.9% (95% credibility

nterval: 19.5–28.8%), whereas 65.4% (59.0–72.5%) was found in Zimbabwe. The need for reliable diagnostic test performance estimates
nd the benefits of Bayesian analysis in obtaining them are also addressed.

2007 Elsevier Ltd. All rights reserved.
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. Introduction

Foot-and-mouth disease (FMD) is a highly contagious and

evastating disease that affects all species of cloven-hoofed
nimals, including economically important livestock (cattle,
igs and sheep). The disease is recognised by the World
rganisation for Animal Health (OIE) as a major constraint
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o international trade. In outbreak situations, effective control
trategies must, thus, be put in place to stop the spread of the
ausal virus [1]. Following the 2001 epidemic of FMD in the
nited Kingdom, Ireland, France and the Netherlands, the
uropean Commission and the Member States revised the

egislation by putting greater emphasis on the use of emer-
ency vaccination to control future FMD outbreaks within the
ommunity (Council Directive 2003/85/EC). The adopted

vaccinate-to-live” policy greatly reduces reliance on mass
re-emptive culling of at-risk animals. Nevertheless, to regain
he favoured FMD-free status, affected countries need to
emonstrate absence of disease and of infection by use of

mailto:negor@var.fgov.be
dx.doi.org/10.1016/j.vaccine.2007.07.023
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linical and serological surveillance in accordance with OIE
equirements. These imply that the serological survey be
ased on the detection of antibodies to the non-structural pro-
eins (NSP) of the FMD virus (FMDV), which are elicited by
nfection only [2]. Several such NSP-based assays have been
nd are being developed.

At a recent workshop held at the Istituto Zooprofilat-
ico Sperimentale della Lombardia e dell’Emilia Romagna
IZSLER, Brescia, Italy) in May 2004, six different NSP
LISAs were evaluated for cattle, among which were the
IE-index-test from PANAFTOSA, the IZSLER in-house

est and four commercially available assays [3]. The diag-
ostic specificity (dSp) of each test has been estimated based
n test results obtained for 1100 experimental and field sera
ollected from (vaccinated) non-infected cattle originating in
even different countries. However, the diagnostic sensitiv-
ty (dSn) estimates were based solely on test results for sera
rom experimentally infected (vaccinated) animals, and may
ot necessarily reflect the performance of the tests in the field.
s a result, the true disease prevalence (p) could be wrongly

stimated (mainly underestimated) [4].
Ideally, evaluation of the performance of these ELISAs,

hen used to test field sera derived from animals of unknown
latent) infection status, would involve reference to a “gold
tandard” test method [5]. Unfortunately, such a gold standard
est is lacking for FMD NSP serology. Statistical methods,
uch as latent class analysis, have been developed to estimate
rue prevalence, dSn and dSp in the absence of a gold stan-
ard. However, without some extraneous constraints, more
arameters need to be estimated than the data allows [6],
n casu 127 parameters to be estimated versus 63 estimable
arameters. Therefore, two basic assumptions, known as the
ui–Walter paradigm [7], are regularly made in previously
ublished analyses [8], namely that assay performance char-
cteristics (dSn and dSp) remain constant across populations
nd that assays are conditionally independent of each other
iven the true disease status.

However, when diagnostic tests have a similar biological
asis, as is the case for all FMDV NSP ELISAs mentioned, the
onditional independence assumption is untenable, as shown
y the observed covariance of all methods with respect to
Sn [3]. Moreover, the dSn estimates varied according to
ampling time post infection [3]. Consequently, restrictions
n the parameters, other than the Hui–Walter paradigm, need
o be imposed to estimate the performance of these NSP-
ased tests when using field sera collected from animals of
nknown infection status.

Recently, Berkvens et al. [4] described a Bayesian
pproach using probabilistic constraints for the estimation
f true disease prevalence and diagnostic test characteristics.
he method was validated on data collected for Cryptosporid-

um and porcine cysticercosis using variable numbers of

iagnostic tests [4,9]. In this paper, we apply this Bayesian
hilosophy to six diagnostic NSP ELISAs, using data from
wo confirmed FMD outbreak situations, in which cattle were
ubjected to various vaccination regimes.
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. Materials and methods

.1. Tests

Six different NSP-based ELISAs were compared, these
ere: NCPanaftosa-screening from PANAFTOSA [10];
ABC trapping-ELISA from IZSLER [11]; Ceditest®

MDV-NS (Cedi Diagnostics B.V., Lelystad, The Nether-
ands) [12,13]; SVANOVIRTM FMDV 3ABC-Ab ELISA
Svanova, Upsala, Sweden) [14]; CHEKIT-FMD-3ABC
Bommeli Diagnostics, Bern, Switzerland) [15,16]; UBI®

MDV NS ELISA (United Biomedical Inc., New York, USA)
17]. For a more detailed description of the tests’ specifica-
ions and methodologies, refer to Brocchi et al. [3].

.2. Field specimens

In total, 867 serum samples were collected during two
ost-outbreak surveillance programmes in 2004. Of these,
65 sera were collected from cattle individually sampled
etween 30 and 80 days post-FMDV type O infection in
our feedlot and/or dairy farms in Israel. All cattle were vac-
inated against FMD between May and June 2003 and the
ctual outbreaks occurred in January 2004 [18]. The remain-
ng 402 sera were derived from a field study conducted in
imbabwe, in which six herds were sampled; FMDV infec-

ion was known to have occurred in five of these herds.
he FMD vaccination status was unknown for one of the
erds, but otherwise varied from never vaccinated to vacci-
ated approximately 7 months prior to the occurrence of the
MD outbreak (using a trivalent vaccine to FMDV serotypes
AT1, SAT2 and SAT3). All of the outbreaks were con-
rmed to be due to infection with either FMDV serotype
AT1 or serotype SAT2 and in each case, specimens were
ollected between 1 and 5 months after the outbreaks had
ccurred. The sampling protocol was specifically designed
o investigate the dSn of NSP ELISAs for detection of
MDV SAT type carrier cattle amongst vaccinated and sub-
equently infected animals. Therefore, sampling was targeted
owards animals that had either been clinically affected
r had been in close contact with infected animals (non-
andom sampling). Although the sixth herd sample was
resumed not to have been infected, some serological evi-
ence, suggesting previous FMDV infection, was nonetheless
ound [19].

All sera were tested singly and simultaneously in all six
LISAs. The analysis was based on the initial test results and
id not include results obtained on retesting of discordant
ndings. For those ELISAs that allow for an “inconclusive”
r “doubtful” interpretation zone between two threshold val-
es, all test results equal to or greater than the lower threshold
alue were scored as positive. More details on the testing pro-

edure and the specimen database may be found in Brocchi
t al. [3]. Table 1 summarises the observed frequencies for
ll 64 different test outcome combinations based on the test
esults for the 465 Israeli and 402 Zimbabwean sera.
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Table 1
Test result frequencies of serum samples collected in 2004 in Israel and in Zimbabwe and tested singly and simultaneously in six NSP ELISAs

NCPanaftosa IZSLER Ceditest Svanovir Chekit UBI Israeli total Zimbabwe total

0 0 0 0 0 0 307 92
0 0 0 0 0 1 3 5
0 0 0 0 1 0 9 3
0 0 0 0 1 1 0 0
0 0 0 1 0 0 8 4
0 0 0 1 0 1 0 0
0 0 0 1 1 0 0 0
0 0 0 1 1 1 0 0
0 0 1 0 0 0 0 12
0 0 1 0 0 1 0 1
0 0 1 0 1 0 0 0
0 0 1 0 1 1 0 0
0 0 1 1 0 0 0 0
0 0 1 1 0 1 0 0
0 0 1 1 1 0 0 0
0 0 1 1 1 1 0 0
0 1 0 0 0 0 12 4
0 1 0 0 0 1 0 1
0 1 0 0 1 0 1 1
0 1 0 0 1 1 0 0
0 1 0 1 0 0 2 1
0 1 0 1 0 1 0 0
0 1 0 1 1 0 1 1
0 1 0 1 1 1 0 0
0 1 1 0 0 0 1 4
0 1 1 0 0 1 0 0
0 1 1 0 1 0 0 0
0 1 1 0 1 1 0 0
0 1 1 1 0 0 1 0
0 1 1 1 0 1 0 0
0 1 1 1 1 0 0 1
0 1 1 1 1 1 0 0
1 0 0 0 0 0 10 10
1 0 0 0 0 1 1 1
1 0 0 0 1 0 0 0
1 0 0 0 1 1 0 0
1 0 0 1 0 0 2 1
1 0 0 1 0 1 0 0
1 0 0 1 1 0 0 0
1 0 0 1 1 1 0 0
1 0 1 0 0 0 2 10
1 0 1 0 0 1 1 1
1 0 1 0 1 0 0 0
1 0 1 0 1 1 0 0
1 0 1 1 0 0 1 0
1 0 1 1 0 1 0 0
1 0 1 1 1 0 0 0
1 0 1 1 1 1 2 0
1 1 0 0 0 0 3 0
1 1 0 0 0 1 0 0
1 1 0 0 1 0 0 2
1 1 0 0 1 1 0 2
1 1 0 1 0 0 1 2
1 1 0 1 0 1 0 0
1 1 0 1 1 0 1 2
1 1 0 1 1 1 0 4
1 1 1 0 0 0 5 14
1 1 1 0 0 1 2 17
1 1 1 0 1 0 6 9
1 1 1 0 1 1 3 10
1 1 1 1 0 0 2 4
1 1 1 1 0 1 4 22
1 1 1 1 1 0 17 10
1 1 1 1 1 1 57 151

0: negative test result; 1: positive test result.
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higher) compared to those reported by Brocchi et al. [3].
Moreover, the dSn estimates for each assay were similar
between both field studies, with the noted exception of the
UBI® FMDV NS test where a difference of 14.9% in dSn

Table 2
The pD and DIC parameters evaluated for the data from the Israeli and
Zimbabwean post-FMDV outbreak surveillance sera of 2004

Parameters evaluated in the
posterior mean of the
parameters θj of the model

Parameters evaluated in the
posterior mean of the
multinomial probabilities πi

Israel
pD 18.7 20.4
180 N. Goris et al. / Vac

.3. Bayesian model

Berkvens et al. [4] described a Bayesian model allowing
he integration of field data and expert opinion (prior informa-
ion), and yielding estimates for true disease prevalence and
est characteristics (posterior information) in the absence of
gold standard and assuming conditional dependence of the
ultiple diagnostic tests involved. The results or frequencies

i of h diagnostic tests applied to N samples can be assumed
o follow a multinomial distribution, namely,

i ∼ Multinomial(π1, . . . , πk, N) (i = 1, . . . , k)

The k (=2h) cell probabilities πi (i = 1, . . ., k) can
epend on q (=2h+1) parameters θj (j = 1, . . ., q), i.e. πi = πi

θ1, . . ., θq).
Two separate models were constructed: one for the Israeli

urveillance dataset, the other for the Zimbabwean dataset.
he results of the six tests for all sera in each group

Israel and Zimbabwe) were computed together with their
orresponding prior information in WinBUGS Version 1.4
http://www.mrc-bsu.cam.ac.uk/bugs/) [20] and the R pro-
ramme (http://www.r-project.org/) [21].

The Bayesian analysis was validated on grounds of model
dentifiability through minimisation of the deviance infor-

ation criterion (DIC), while ensuring a positive number of
ffectively estimated parameters (pD). Moreover, DIC and pD
ere evaluated in the posterior mean of the multinomial prob-

bilities πi (calculated using the R programme), and in the
osterior mean of the parameters θj of the model (calculated
n WinBUGS). The estimates for both parameters within and
utside WinBUGS should closely match for the model to be
alidated. Additionally, DIC and pD were used for screen-
ng of the prior information in order to ensure the best fit
etween these constraints and the field data. This Bayesian
oodness-of-fit was further evaluated using the Bayesian p-
alue without and with severe constraints (i.e. all estimates
ere severely constrained by a uniform prior on their corre-

ponding model parameters θ to interval [posterior estimate
0.0001%, posterior estimate +0.0001%]). A Bayesian p-

alue smaller than or equal to 0.5 and tending to 0 when
pplying severe constraints signified a model that does not
how lack of fit [4,9]. For a more detailed description of the
ayesian measures of complexity and fit (i.e. DIC, pD and
ayesian p-value) and of the Bayesian analysis validation
rocedure refer to [4,9,22] and Appendices A and B.

Prior information on the 127 (=2h+1 − 1) θ parameters
o be estimated was derived from a subset of the database
escribed by Brocchi et al. [3] and expressed as truncated
niform distributions. More specifically, data from sera of
ruly non-infected animals (n = 1100) tested singly and simul-
aneously in all NSP ELISAs was selected and integrated
n the Bayesian models for the Israeli and Zimbabwean

eld data as prior information on diagnostic specificities
nd specificity dependencies between the NSP ELISAs.
ith respect to the diagnostic sensitivities and sensitiv-

ty dependencies between tests, a subset of the database

Z

(2007) 7177–7196

orresponding to data on sera from vaccinated cattle exper-
mentally exposed to infection and collected 28–100 days
ost infection (dpi) (n = 106) was integrated as prior infor-
ation in modelling the Israeli data, whereas data on sera

riginating from cattle exposed to experimental infection
nd collected from 28 dpi onwards (n = 181), regardless of
heir vaccination status, was selected as prior information
or modelling the Zimbabwean data. In this way, the selected
attle populations, of which the data were used as prior infor-
ation in the Bayesian models for Israel and Zimbabwe,
imicked the field populations as closely as possible with

espect to vaccination/infection status and sampling time post
nfection.

. Results

The screening of the prior information based on the (exper-
mental) data published by Brocchi et al. [3] showed a
ack of fit with the Israeli and the Zimbabwean field data.
onsequently, the constraints in each model were screened
nd refined by experts of the Veterinary and Agrochemical
esearch Centre and the models were validated based on the
rocedure described in Appendix B using all pD, DIC and
ayesian p-value criteria (see Appendix C for both models).

More specifically, the values of the pD and DIC parameters
valuated in the posterior mean of the multinomial proba-
ilities agreed with those evaluated in the posterior mean
f the parameters of the model (Table 2). A Bayesian p-
alue of 0.32 and of 0.35 for the Israeli and Zimbabwean
odel, respectively, tended to 0 when severe constraints were

pplied, indicating a good model fit [4,9].
Tables 3 and 4 show the posterior mean dSn together with

he posterior 95% credibility intervals for all six NSP ELISAs
ased on the dataset for Israel and Zimbabwe, respectively.
hey further depict the dSn values estimated by Brocchi
t al. [3] for comparable cattle populations (i.e. compara-
le with respect to vaccination/infection status and sampling
ime post-infection). As is apparent from both tables, higher
Sn estimates were obtained for all NSP ELISAs (6.1–26.5%
DIC 146.4 148.1

imbabwe
pD 21.1 22.8
DIC 167.2 168.7

http://www.mrc-bsu.cam.ac.uk/bugs/
http://www.r-project.org/
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Table 3
Posterior mean for the tests’ sensitivities together with the 95% credibility
intervals (in square brackets) for the six NSP ELISAs based on 465 serum
samples collected in 2004 in Israel compared to the sensitivity estimates
published by Brocchi et al. [3] for experimentally vaccinated, infected cattle

Brocchi et al. dSn (%),
n = 106; 28–100 dpi

Bayesian dSn (%),
Israeli data

NCPanaftosa 69.4 [60.1–77.4]a 94.3 [84.4–99.5]
IZSLER 64.8 [55.7–73.2] 91.3 [80.7–98.2]
Ceditest 63.6 [54.0–72.2] 87.5 [77.5–94.8]
Svanovir 58.3 [48.7–67.2] 75.9 [66.6–84.1]
Chekit 50.0 [40.8–59.3] 76.4 [66.4–84.7]
UBI 56.1 [46.5–65.1] 62.2 [52.9–70.9]

a 95% confidence intervals were estimated using the Bayesian “simulation
from posterior” approach [29].

Table 4
Posterior mean for the tests’ sensitivities together with the 95% credibility
intervals (in square brackets) for the six NSP ELISAs based on 402 serum
samples collected in 2004 in Zimbabwe compared to the sensitivity estimates
published by Brocchi et al. [3] for experimentally infected cattle

Brocchi et al. dSn (%),
n = 181; ≥28 dpi

Bayesian dSn (%),
Zimbabwean data

NCPanaftosa 74.9 [68.1–80.6]a 95.9 [90.6–99.9]
IZSLER 70.0 [63.1–76.2] 91.6 [86.1–96.3]
Ceditest 71.5 [64.4–77.4] 92.5 [86.3–97.4]
Svanovir 63.4 [56.2–70.2] 73.2 [66.8–79.4]
Chekit 53.0 [45.7–60.1] 69.9 [63.6–75.9]
U
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2

Table 6
Apparent prevalence for the six NSP ELISAs as published by Brocchi et al.
[3] based on serum samples collected in 2004 in Israel and Zimbabwe

Apparent prevalence
(%), Israeli data

Apparent prevalence (%),
Zimbabwean data

NCPanaftosa 25.8 67.7
IZSLER 25.6 65.2
Ceditest 22.4 66.2
Svanovir 21.3 50.5
Chekit 20.9 48.8
U
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BI 59.9 [52.7–66.6] 77.1 [71.2–82.8]
a 95% confidence intervals were estimated using the Bayesian “simulation

rom posterior” approach [29].

as observed. Additionally, the NCPanaftosa OIE-index test,
he IZSLER in-house test and the commercially available
editest were consistently more sensitive than the three

emaining tests.
Only slight differences in dSp estimates among the differ-

nt NSP tests were observed within each field study, as shown
y the overlapping 95% credibility intervals (Table 5). The
stimates originating from the Zimbabwean dataset (rang-
ng from 84.0 to 91.2%) were, nonetheless, lower than those
btained from the Israeli study (from 94.9 to 97.8%) and
hose published by Brocchi et al. [3]. The Israeli posterior

ean dSp estimates of all NSP ELISAs were comparable to

he reported specificities by Brocchi et al. [3] (Table 5).

The true disease prevalence in Israel was estimated to be
3.9% with a 95% credibility interval ranging from 19.5 to
8.8%, whereas a 65.4% (59.0–72.5%) true prevalence esti-

a
e
O

able 5
osterior mean for the tests’ specificities together with the 95% credibility interv
ollected in 2004 in Israel and Zimbabwe compared to the specificity estimates pub

Brocchi et al. dSp (%), n = 1100 Bayesia

CPanaftosa 97.2 [96.2–97.9]a 95.5 [92
ZSLER 97.4 [96.4–98.0] 94.9 [92
editest 98.1 [97.3–98.7] 97.8 [95
vanovir 98.5 [97.7–99.0] 95.6 [93
hekit 97.6 [96.7–98.3] 95.2 [93
BI 98.5 [97.8–99.0] 96.7 [94
a 95% confidence intervals were estimated using the Bayesian “simulation from p
BI 15.7 53.5

verall (mean) 22.0 58.7

ate was observed for the Zimbabwean dataset. The 95%
redibility interval of the true prevalence for the Israeli data
ncompassed the apparent prevalence value (i.e. ratio of the
umber of NSP-positive animals and the total number of ani-
als) obtained when the Israeli sera were tested by five of

he six NSP ELISAs. However, when they were used to test
era from Zimbabwe, only three NSP ELISAs had apparent
revalence values comparable to the Bayesian true prevalence
stimate (Table 6).

. Discussion

Although several FMDV NSP-based assays have been
eveloped in recent years, there is no gold standard test for
he diagnosis of anti-NSP antibody positive sera. At present,
t is thus impossible to reliably estimate and compare the
iagnostic performance of existing and newly developed
SP-based tests, unless the NSP-seroconvergence status of

he animals is known. Moreover, the true prevalence can-
ot be estimated in an unbiased manner based on the results
f a single diagnostic assay as demonstrated by the range
f apparent prevalence rates observed in two FMD field out-
reak situations (Israel and Zimbabwe). A Bayesian approach
as proven useful in circumventing these problems [9,23]
nd two validated Bayesian models accounting for condi-
ional dependence between tests were applied to FMD NSP
erology in the present paper.
In general, the IZSLER in-house 3ABC trapping-ELISA
nd the commercially available Ceditest® FMDV-NS dSn
stimates were comparable to the NCPanaftosa-screening
IE-index test dSn estimate, while the three remaining

als (in square brackets) for the six NSP ELISAs based on serum samples
lished by Brocchi et al. [3]

n dSp (%), Israeli data Bayesian dSp (%), Zimbabwean data

.4–98.2] 86.5 [80.4–93.2]

.4–97.0] 85.2 [77.2–92.6]

.9–99.2] 84.0 [77.6–90.1]

.3–97.5] 91.2 [86.3–95.6]

.0–97.0] 89.7 [83.6–94.8]

.9–98.2] 88.0 [82.9–92.4]

osterior” approach [29].
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LISAs were less sensitive in detecting anti-NSP antibody
ositive sera. No marked differences in dSp among the tests
n each field study were observed, although dSp differed
etween different cattle populations. Targeted sampling of
onvalescent and in-contact cattle during the Zimbabwean
eld study may explain the high estimate for true prevalence
f 65.4% (59.0–72.5%) and the relatively low estimates for
Sp, as there were few truly negative animals present in the
tudy (only 22.9% of the samples tested negative in all six
SP ELISAs). This “sampling issue” raises questions about

he reliability or statistical validity of such estimates irrespec-
ive of how the data is analysed. Other explanations for these
ow dSp estimates include (i) remaining anti-NSP antibodies
esulting from previous FMDV infections, (ii) the systematic
se of a trivalent vaccine against FMDV types SAT1, SAT2
nd SAT3, which may increase the probability of inducing
nti-NSP antibodies [24], and (iii) the presence of cross-
eacting antibodies due to pathogens other than FMDV, a
ommon problem when evaluating the performance of diag-
ostic tests in Africa [25].

Even though vaccination coverage in the Zimbabwean
erds is hardly comparable to an emergency vaccination
olicy as envisaged in Europe and less protected (e.g. unvac-
inated) animals develop higher anti-NSP antibody levels,
he dSn estimates for the vast majority of tests did not differ
rom those resulting from the Israeli dataset, where the sero-
urvey was aimed at detecting subclinically and low grade
nfected animals in a cattle population vaccinated three or

ore times during their lifetime. This annual vaccination pro-
ramme does not have an apparent effect on the dSp of the
SP ELISAs, and might induce anti-FMDV antibody lev-

ls comparable to those found following a one-time highly
otent emergency vaccination. This could suggest that a sim-
lar within-herd prevalence of approximately 25% may be
ound in Europe in infected cattle herds where emergency
accination has been applied and NSP testing is used in the
nterest of detecting subclinical and/or low-grade infection.

Furthermore, based on our findings, the conventional
nalytical approach on sera of experimentally infected (vac-
inated) animals underestimated the true prevalence and the
Sn of the NSP-based assays for comparable cattle popula-
ions. Reliable figures on the performance of these tests are,
onetheless, a prerequisite in any sampling design to demon-
trate/substantiate freedom from infection [26]. In a recent
aper, Paton et al. [27] described the problems, which may
e encountered when applying NSP-based test systems that
re imperfect with regard to dSn and dSp in substantiating
reedom from FMDV infection after emergency vaccination.
ased on the data resulting from the 2004 workshop on pri-
ovaccinated cattle sampled 28–100 days post exposure to

xperimental infection, a herd size of at least 30 cattle would
e necessary to detect the commonly used within-herd design

revalence of infection of 5%, with 95% confidence, when
sing a test system comprised of initial testing by the Ceditest,
etesting of positives by the Ceditest and confirmation of
he retest positives with the PANAFTOSA test. Increasing

e
m

p
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ither the dSn and/or the dSp of the test system that is used
ay significantly reduce the herd size at which this “small

erd problem” arises. The Bayesian analyses reported here
ould provide higher test system sensitivity estimates than
as apparent on conventional analyses of the test results.
ven with the slightly lower Bayesian estimate for the dSp
f this test system (based on the analysis of the Zimbabwean
ata), the revised estimates for dSn suggest that the “small
erd problem” is only likely to arise for very small herds, in
hich case vaccination may not be the best control policy

27].
In conclusion, in the absence of a gold standard, a vali-

ated Bayesian approach provides the most reliable estimates
f diagnostic sensitivity and specificity and true prevalence in
he field (i.e. based on specimens from animals of unknown
nfection status) and should be considered when comparing
he performance of diagnostic tests in such cases. Compa-
able analyses are feasible using less than six tests as long
s enough prior information based on conditional probabili-
ies can be provided [9,23]. At present, none of the available
ssays able to discriminate FMDV vaccinated from infected
attle combine 100% diagnostic sensitivity with 100% diag-
ostic specificity. It is, thus, desirable in Europe to develop
ew and improved discriminatory tests either as screen-
ng or confirmatory system, similar to the approach taken
y PANAFTOSA in South America – where 3ABC-ELISA
ositives are confirmed in an enzyme-linked immunoelec-
rotransfer blot assay [28] – but preferably based on a
uantitative assay.
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ppendix A. Bayesian measures of complexity and fit

DIC, pD and the Bayesian p-value are three Bayesian
easures of model complexity and fit. Model comparison

enerally takes place by defining a measure of fit, typically
deviance statistic, and a measure of complexity (i.e. the

umber of free parameter in the model) [22].
pD is defined as the number of effectively estimated param-
ters and represents the posterior mean of the deviance (Dbar)
inus the deviance of the posterior means (Dhat) [20]:

D = Dbar − Dhat



cine 25

q
i
g

D

t
o
o
p
[

A

a
m
l

(

(

(

N. Goris et al. / Vac

Dbar can be used as a Bayesian measure of fit or “ade-
uacy”. The sum of Dbar and pD equals the deviance
nformation criterion (DIC), which is used for assessing the
oodness-of-fit of the model [4,22]:

IC = Dbar + pD = Dhat + 2 × pD

The Bayesian p-value further allows the assessment of
he goodness-of-fit and is calculated as the posterior mean
f the step function of the difference between the deviance
f the observed values and the deviance of values sam-
led from the multinomial probabilities at each iteration
4].

ppendix B. Bayesian analysis validation procedure

Users guide for the validation criteria [4].

To compare different models and validate the Bayesian

nalysis on grounds of the Bayesian goodness-of-fit and
odel complexity, a three-steps procedure should be fol-

owed:
(2007) 7177–7196 7183

1) The models are analysed using non informative prior
information and the values of pD and DIC are calculated
in the posterior mean of the multinomial probabilities πi

(using the R programme).
2) The models are analysed using prior information. The

correspondence between the pD and DIC parameters
calculated in the posterior mean of the multinomial prob-
abilities (using the R programme) and in the posterior
mean of the model parameters (using WinBUGS) and
the Bayesian p-value are used to screen the best model
fit and complexity. The pD parameter must be positive
and smaller than or equal to the maximal number of
estimable parameter. The DIC parameter must be pos-
itive and small. The Bayesian p-value has to be smaller
than or equal to 0.5.

3) All estimates are severely constrained by a uniform prior
on their corresponding model parameters θ to inter-
val (posterior estimate −0.0001%, posterior estimate
+0.0001%). The Bayesian p-value must tend to 0 show-
ing a perfect fit between the prior information and the
data.
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ppendix C. Models for WinBUGS 1.4
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